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ABSTRACT 

With the rapid development of socialist economy, there are many financial payment tools in our life, such as various credit 

cards issued by financial institutions. Although its emergence has brought us a lot of convenience, but at the same time 

there are certain disadvantages. In recent years, the crime of credit card swindler is increasing year by year. In view of 

whether there is a fraud in the credit card, this paper uses SMOTE algorithm to balance the unbalanced data. Again using 

Logistic regression analysis algorithm, XGBoost algorithm respectively, KNN algorithm with UCI data set Default of 

credit card clients data analysis and research, found that under the unbalanced data sets of different accuracy of 

classification algorithms, among them, XGBoost algorithm and KNN algorithm have higher accuracy results and are 

suitable for the classification of this data set. 

KEYWORDS: Credit Card Fraud 

INTRODUCTION 

Credit card fraud, mainly from credit card risk. [1] the credit card fraud risks with its bad social impact, brings enormous 

economic losses, and growing as the Internet technology, all kinds of system increasingly complex for its good 

concealment, credit card fraud in the present moment has a wider stage, and gradually became the restraints on the 

development of Banks and card issuers of credit card industry's leading adverse factors, It becomes an urgent problem to be 

solved by relevant institutions and scholars. Therefore, this paper uses machine learning [2] to analyze and study credit 

card fraud detection. 

FRAUD DETECTION 

Algorithm Theory 

SMOTE Algorithm 

SMOTE data balance. [3] Synthetic minority class oversampling technology, which is an improved scheme based on 

random oversampling algorithm, because random oversampling adopts the strategy of simply copying samples to increase 

minority class samples, it is easy to produce the problem of model over fitting, even if the information learned from the 

model is too Specific rather than General. The basic idea of SMOTE is to analyse a few sample and add a new one to the 

set. Its calculation principle is shown in Formula 1. 
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Logistic Regression Analysis 

Logistic regression analysis. [4-6] Also known as logistic regression. Logistic regression analysis method is a kind of 

nonlinear regression to analyze the probability of 

the dependent variable as classification variables (binary classification or multiple classification), the independent variab

or continuous variables for classification, and the 

therefore is widely used in different fields [5]. This algorithm can be used for both classification and regression, but it i

widely used for classification. The advantage is that the

disadvantage is that it is easy to fit and the classification accuracy may not be high. Applicable data types: numerical and 

nominal data. Its calculation principle is shown in Formula 2

p = 1

XGBoost Algorithm 

XGBoost is a tree integration model that combines multiple weak classifiers into one strong classifier [7]. XGBoost 

combines the prediction results of multiple trees, improves the generalization a

the processing strategy of missing values, and adopts the strategy similar to random forest to sample data, aiming to 

achieve high efficiency, flexibility and portability. [8] Make the predicted results more acc

precision, more flexibility, parallel approximation algorithm, which can be used to generate candidate segmentation points. 

Its calculation principle is shown in Formula 3 [9]

Knn Algorithm 

KNN algorithm is a simple and classical machine learning classification method. The samples are classified by measuring 

the distance (usually using Euclidean distance) or similarity between the samples to be classified and the samples of known 

categories [10]. KNN classification al

According to the distance distribution between the training sample and the nearest neighbor sample, the threshold with a 

certain confidence level is determined [11]. Is a more m

high precision, mature theory. [12] 

Confusion Matrix 

The obfuscation matrix provides more knowledge about the performance of our model, it provides information about 

correct and incorrect classification, and it allows us to identify errors. So that the information is more accurate. Figure 1 

shows how the confusion matrix is formed.
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（1）

6] Also known as logistic regression. Logistic regression analysis method is a kind of 

nonlinear regression to analyze the probability of the independent classification data type statistical method, applicable to 

the dependent variable as classification variables (binary classification or multiple classification), the independent variab

or continuous variables for classification, and the variance of data and normality does not make specific requirements, and 

therefore is widely used in different fields [5]. This algorithm can be used for both classification and regression, but it i

widely used for classification. The advantage is that the calculation cost is not high, easy to understand and implement. The 

disadvantage is that it is easy to fit and the classification accuracy may not be high. Applicable data types: numerical and 

nominal data. Its calculation principle is shown in Formula 2. 

p = 1⁄ 1+ e(a+ax+ax+⋯+01122....anxn) （2） 

XGBoost is a tree integration model that combines multiple weak classifiers into one strong classifier [7]. XGBoost 

combines the prediction results of multiple trees, improves the generalization ability of the model, can automatically learn 

the processing strategy of missing values, and adopts the strategy similar to random forest to sample data, aiming to 

achieve high efficiency, flexibility and portability. [8] Make the predicted results more accurate. Its advantages are higher 

precision, more flexibility, parallel approximation algorithm, which can be used to generate candidate segmentation points. 

Its calculation principle is shown in Formula 3 [9] 

（3） 

and classical machine learning classification method. The samples are classified by measuring 

the distance (usually using Euclidean distance) or similarity between the samples to be classified and the samples of known 

categories [10]. KNN classification algorithm indicates that any sample is represented by k neighbors closest to it. 

According to the distance distribution between the training sample and the nearest neighbor sample, the threshold with a 

certain confidence level is determined [11]. Is a more mature method in theory simple and easy to use, easy to understand, 

The obfuscation matrix provides more knowledge about the performance of our model, it provides information about 

lassification, and it allows us to identify errors. So that the information is more accurate. Figure 1 

shows how the confusion matrix is formed. 
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Figure

The Experiment Design 

Any kind of fraud is harmful to the society, and with the increasing development of science and technology, there are more 

and more credit card fraud, but there are still many difficulties in the study of credit card fraud. This study compares the 

accuracy of six data mining methods in predicting the probability of delinquency for the case of customers in Taiwan. 

From a risk management point of view, the result of estimating the predictive accuracy of the probability of default will be 

more valuable than the binary result of ca

is unknown, this study proposes a novel "rank smoothing method" to estimate the true probability of default. Taking the 

actual probability of default as the response vari

variable (X), the simple linear regression results (Y=A+BX) show that the prediction model generated by artificial neural 

network has the highest determination coefficient. The regressio

coefficient (B) is close to 1. Therefore, among the six data mining technologies, artificial neural network is the only one 

that can accurately estimate the real probability of default.

Figure 2 shows the method and design of this experiment.
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Figure1: Formation of Confusion Matrices. 
 

harmful to the society, and with the increasing development of science and technology, there are more 

and more credit card fraud, but there are still many difficulties in the study of credit card fraud. This study compares the 

ethods in predicting the probability of delinquency for the case of customers in Taiwan. 

From a risk management point of view, the result of estimating the predictive accuracy of the probability of default will be 

more valuable than the binary result of categorization -- trusted or untrusted customers. Since the true probability of default 

is unknown, this study proposes a novel "rank smoothing method" to estimate the true probability of default. Taking the 

actual probability of default as the response variable (Y) and the probability of default prediction as the independent 

variable (X), the simple linear regression results (Y=A+BX) show that the prediction model generated by artificial neural 

network has the highest determination coefficient. The regression intercept (A) is close to zero, and the regression 

coefficient (B) is close to 1. Therefore, among the six data mining technologies, artificial neural network is the only one 

that can accurately estimate the real probability of default. 

e method and design of this experiment. 

Figure 2: Experimental Design. 
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The Data Processing 

Variable Selection 

The binary variable default payment (yes = 1, no = 0) was used as the response variable in this study. This study reviewed 

the literature and used the following 23 variables as explanatory variables, as shown in Table 1: 

Table 1: Explanatory Variables 
Characteristic Content Annotation Data Sources 

X1 
Given Credit Limit 
(NTD) 

Includes personal consumption credits and 
his/her family (supplementary) credits. 

UCI dataset 

X2 sex 1 = male; 2 = female UCI dataset 

X3 education 
1 = Graduate School; 2 = University; 3 = High 
School; 4 = Other 

UCI dataset 

X4 marital status 1 = Married; 2 = Single; 3 = Other UCI dataset 
X5 Age (year)  UCI dataset 

X6 - X11 

History of past 
payments. We track 
past monthly 
repayments (April-
September 2005) as 
follows: 

X6 = Repayments in September 2005; X7 = 
Repayments in August 2005; X11 = 
Repayments in April 2005. The repayment is 
measured by: -1 = repayment on time; 1 = 
payment delay of one month; 2 = payment 
delay of two months; . . . . ; 8 = Payment delay 
of eight months; 9 = Payment delay of nine 
months or more. 

UCI dataset 

X12-X17 Bill amount (NTD). 

X 12 = September 2005 statement amount; X 
13 = August 2005 statement amount;. ..; X 17 = 
Bill amount for April 2005. 
 

UCI dataset 

X18-X23 
The amount of the 
last payment 
(NTD). 

X 18 = Amount paid in September 2005; X 19 
= amount paid in August 2005;. ..; X 23 = 
amount paid in April 2005. 

UCI dataset 

 
The Data Collection 

The data set was selected from the Default of Credit Card Clients data set of UCI. This data set has 25 columns, 23 of 

which are the characteristics of the data set (X1 to X23), and the column variable Y is the category label. Since the 

dimensionality of each feature of the data is different, the data set is first standardized using Standard Scaler (), as shown in 

Figure 3, and variable "ID" and class-related data are eliminated during the standardization. 

 

Figure 3: Standardized Data. 
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Data Standardization 

The new standardized data set data X was obtained after standardization, and the correlation visualization test was carried 

out on the standardized 23 variable data, and the correlation between data was further analyzed by drawing the thermal 

diagram of relational coefficients. As shown in FIG. 4, it can be seen from the output thermal diagram that there are very 

conspicuous dark parts along the way, indicating that there is an obvious local linear correlation between variables in this 

data set, such as strong linear correlation between X6-X11 and X12-X17. 

 

Figure 3: Correlation Analysis Plot of 15 Principal Components (No Dimensionality Reduction). 
 

Data Dimension Reduction 

Direct use of original data for modeling may affect the stability of the model. To solve this problem, principal component 

analysis can be used to reduce the dimension of data and extract its main components for the establishment of the model. 

The fit_transform method of PCA () was used to reduce the dimensionality of the standardized data set, and the first 1 and 

the first principal component were selected to retain 95.7% of the information in the original data. 

Data Correlation Processing 

After dimensionality reduction of the data set by principal component analysis, there is no linear relationship between the 

15 principal components. In order to increase the accuracy of the classification model, we first drew a thermal diagram to 

test the linear correlation between the 15 principal components, as shown in FIG. 5. Before establishing the classification 

model, we need to judge whether the sample data of classification variables are balanced or not. A serious imbalanced 

sample data will lead to a large probability that the trained model will output the category with a large number, which will 

make the model have a strong bias, thus reducing the accuracy of classification. In order to improve the accuracy of 

classification model. It can be seen from FIG. 6 that the number of samples in this data set is not balanced. 数据降维. 
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Figure 4: Correlation Analysis Plot of 15 Principal Components (Dimensionality Reduced). 
 

  

Figure 5: Fraud Classification Histogram. 
 
Data Balancing 

When dealing with the problem of category imbalance, it can only be processed on the training set, not on the test set, so it 

is necessary to slice the data set first. 20% of the 30,000 solar calendars were taken as the test set to perform data cutting, 

as shown in Table 2. As can be seen from Table 2, the data instances in the training set are seriously unbalanced. If the 

unbalanced data sets are directly used for classification training, the results of the model will be closer to the large 

category, resulting in high accuracy. In order to make the model more accurate, we use SMOTE over-sampling to balance 

the data. 

Balance the training data using FIT_sample () in SMOTE. According to the result, after the balance, the sample 

number of 1 and 0 is 18,661, and the class with few original cases has been sampled, as shown in Table 3. 

Table 2: Cut the Training Dataset by Categorical Variables 
 0 1 

Data 18661 5339 
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The number of data collected by 
SMTO 
Training Set  
Test Set 

 
Experiments and Results 

Here, this paper uses Logistic regression analysis, Xgboost algorithm, KNN algorithm to classify the credit card fraud 

detection, also use SMOTE data balance and confusion matrix to judge the prediction error, by the accuracy and recall rate 

calculated by each algorithm to find the best algorithm.

Classification of Credit Card Fraud Detection Based 

The experiment uses Python to analyze the default of credit card clients in THE UCI dataset by using the existing SKLearn 

machine learning library, and then classifies them by Logistic regression analysis to further calculate the predicted values 

of feature vectors. Finally, the confusion matrix is visualized to judge the prediction error. The specific results are shown in 

Table 4 and Figure 7. The accuracy calculated by this method is 74.13%, but the recall rate is only 70.12%. In the 

confusion matrix, the position 00 represents

bank cards have no fraudulent behavior. Position 01 represents 1446 bank cards without fraudulent behaviors, while the 

model predicts that 1146 bank cards have fraudulent behavi

are not fraudulent, but the model predicts that 1,832 cards are fraudulent. The position 11 represents that 4145 bank cards 

are actually fraudulent, and the model also predicts that 4145 bank 

confusion matrix that Logistic accuracy is not high enough and recall rate is relatively low, so it is not suitable for the 

classification calculation of this data set.

AUC 
ACC 
Recall 
F1-score 
Precesion 

 

Figure 6
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Table 3: Over-Sampling Equilibrium 
of data collected by 

0 

18661 
4703 

Here, this paper uses Logistic regression analysis, Xgboost algorithm, KNN algorithm to classify the credit card fraud 

balance and confusion matrix to judge the prediction error, by the accuracy and recall rate 

calculated by each algorithm to find the best algorithm. 

Credit Card Fraud Detection Based on Logistic Regression Analysis 

hon to analyze the default of credit card clients in THE UCI dataset by using the existing SKLearn 

machine learning library, and then classifies them by Logistic regression analysis to further calculate the predicted values 

confusion matrix is visualized to judge the prediction error. The specific results are shown in 

Table 4 and Figure 7. The accuracy calculated by this method is 74.13%, but the recall rate is only 70.12%. In the 

confusion matrix, the position 00 represents 5565 bank cards without fraudulent behavior, and the model predicts that 5565 

bank cards have no fraudulent behavior. Position 01 represents 1446 bank cards without fraudulent behaviors, while the 

model predicts that 1146 bank cards have fraudulent behaviors. The position 10 represents that there are 1,832 cards that 

are not fraudulent, but the model predicts that 1,832 cards are fraudulent. The position 11 represents that 4145 bank cards 

are actually fraudulent, and the model also predicts that 4145 bank cards are fraudulent. It can be seen from the visual 

confusion matrix that Logistic accuracy is not high enough and recall rate is relatively low, so it is not suitable for the 

classification calculation of this data set. 

Table 4: Logistic Classification Results 
0.72248324062188 
0.72248324062188 

0.7012138068749109 
0.7378320901444214 
0.7413700590234306 

 

6: Logistic Regression Analysis Confuse Matrices. 
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Credit Card Fraud Detection is Classified B

The default of credit card clients in THE UCI dataset is analyzed using the Existing SKLearn machine learning library in 

Python. XGBoost algorithm is used to classify the default of credit card 

are further calculated. Finally, the confusion matrix is visualized to judge the prediction error. The results are shown in 

Table 5 and Figure 8. 

Table 5 shows that the accuracy of the optimized tree int

further improved to 75%. Due to the limited amount of data in the Default of Credit Card Clients data set, there is no way 

to continue to optimize the accuracy due to more iterations. Figure 8 show

represents 4046 bank cards without fraudulent behaviors, and the model predicts that 4046 bank cards have no fraudulent 

behaviors. Position 01 represents that 562 bank cards have no fraudulent behaviors, whil

cards have fraudulent behaviors. Position 10 represents that 1161 bank cards have no fraudulent behaviors, but the model 

predicts that 1161 bank cards have fraudulent behaviors. The position 11 represents 3505 bank cards 

behavior, and the model also predicts 3505 bank cards with fraudulent behavior. It can be seen from the visual confusion 

matrix that XGBoost algorithm has significantly higher accuracy and recall rate than Logistic algorithm, which is 

for the classification calculation of this data set.

Table
 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 

 

Figure 7: XGBoost 
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Classified Based on XGBoost Algorithm 

The default of credit card clients in THE UCI dataset is analyzed using the Existing SKLearn machine learning library in 

Python. XGBoost algorithm is used to classify the default of credit card clients, and the predicted values of feature vectors 

are further calculated. Finally, the confusion matrix is visualized to judge the prediction error. The results are shown in 

Table 5 shows that the accuracy of the optimized tree integration model is up to 85.76%, and the regression rate is 

further improved to 75%. Due to the limited amount of data in the Default of Credit Card Clients data set, there is no way 

to continue to optimize the accuracy due to more iterations. Figure 8 shows that in the confusion matrix, the position 00 

represents 4046 bank cards without fraudulent behaviors, and the model predicts that 4046 bank cards have no fraudulent 

behaviors. Position 01 represents that 562 bank cards have no fraudulent behaviors, while the model predicts that 562 bank 

cards have fraudulent behaviors. Position 10 represents that 1161 bank cards have no fraudulent behaviors, but the model 

predicts that 1161 bank cards have fraudulent behaviors. The position 11 represents 3505 bank cards 

behavior, and the model also predicts 3505 bank cards with fraudulent behavior. It can be seen from the visual confusion 

matrix that XGBoost algorithm has significantly higher accuracy and recall rate than Logistic algorithm, which is 

for the classification calculation of this data set. 

able 5: XGBoost Algorithm Classification Results 
train-logloss test-logloss

0.54775 0.59037
0.45987 0.53859
0.39666 0.50409
0.34791 0.47969
0.30811 0.46146
0.27856 0.45149
0.25317 0.44392
0.22936 0.42992
0.20864 0.41759
0.19367 0.41696

: XGBoost Algorithm Classification Confusion Matrices.
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further improved to 75%. Due to the limited amount of data in the Default of Credit Card Clients data set, there is no way 
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e the model predicts that 562 bank 

cards have fraudulent behaviors. Position 10 represents that 1161 bank cards have no fraudulent behaviors, but the model 

predicts that 1161 bank cards have fraudulent behaviors. The position 11 represents 3505 bank cards with real fraudulent 

behavior, and the model also predicts 3505 bank cards with fraudulent behavior. It can be seen from the visual confusion 

matrix that XGBoost algorithm has significantly higher accuracy and recall rate than Logistic algorithm, which is suitable 

logloss 
.59037 
.53859 
.50409 
.47969 
.46146 
.45149 
.44392 
.42992 
.41759 
.41696 

 

Algorithm Classification Confusion Matrices. 
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This Paper Classifies Credit Card Fraud Detection 

The experiment was implemented using Python, and the existing SKlearn machine learning library was used to analyze the 

default of Credit card Clients in the UCI dataset, so as to further calculate the predicted value and accuracy of feature 

vectors. The specific results are shown in Table 6 and Figure 9.

Table 6 shows that the accuracy of the optimized tree integration model is up to 82%, while the regression rate is 

further improved to 98.6%. Due to the limited amount of data in the Default of 

to continue to optimize the accuracy due to more iterations. Figure 9 shows that in the confusion matrix, the position 00 

represents 18,660 bank cards without fraud, and the model predicts that 18,660 bank card

01 indicates that there is no fraudulent behavior in one bank card, while the model predicts that there is fraudulent behavio

in one bank card. Position 10 represents that there are 1530 bank cards with no fraudulent behav

that 1530 bank cards have fraudulent behavior. The position 11 represents that 17,131 bank cards are actually fraudulent, 

and the model also predicts that 17,131 bank cards are fraudulent. It can be seen from the visual confusio

ACCURACY and recall rate of KNN algorithm are obviously high, which is suitable for the classification calculation of 

this data set. 

 V1
Accuracy 
Macroavg  0.83
Weighted ayg  0.83

 

Figure 8

CONCLUSION 

This paper analyzes and studies the Default of Credit card Clients data in the UCI dataset and finds 

different classification algorithms varies under the unbalanced dataset, as shown in Table 7.

Table

 

Logistic Regression 
Analysis Algorithm 
XGBoost Algorithm 
KNN Algorithm 
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Paper Classifies Credit Card Fraud Detection Based on KNN Algorithm 

The experiment was implemented using Python, and the existing SKlearn machine learning library was used to analyze the 

default of Credit card Clients in the UCI dataset, so as to further calculate the predicted value and accuracy of feature 

s. The specific results are shown in Table 6 and Figure 9. 

Table 6 shows that the accuracy of the optimized tree integration model is up to 82%, while the regression rate is 

further improved to 98.6%. Due to the limited amount of data in the Default of Credit Card Clients data set, there is no way 

to continue to optimize the accuracy due to more iterations. Figure 9 shows that in the confusion matrix, the position 00 

represents 18,660 bank cards without fraud, and the model predicts that 18,660 bank cards have no fraud. The position of 

01 indicates that there is no fraudulent behavior in one bank card, while the model predicts that there is fraudulent behavio

in one bank card. Position 10 represents that there are 1530 bank cards with no fraudulent behav

that 1530 bank cards have fraudulent behavior. The position 11 represents that 17,131 bank cards are actually fraudulent, 

and the model also predicts that 17,131 bank cards are fraudulent. It can be seen from the visual confusio

ACCURACY and recall rate of KNN algorithm are obviously high, which is suitable for the classification calculation of 

Table 6: KNN Classification Results 
V1 V2 V3 

  0.82 
0.83 0.82 0.82 
0.83 0.82 0.82 

 

: Confusion Matrix Under the KNN Classification.
 

This paper analyzes and studies the Default of Credit card Clients data in the UCI dataset and finds 

different classification algorithms varies under the unbalanced dataset, as shown in Table 7. 

able 7: Accuracy of the Different Algorithms 

Accuracy Recall 
Suitable for 

Dataset Classification

74.13% 70.12% 

85.76% 75% 
82% 98.6% 
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The experiment was implemented using Python, and the existing SKlearn machine learning library was used to analyze the 

default of Credit card Clients in the UCI dataset, so as to further calculate the predicted value and accuracy of feature 

Table 6 shows that the accuracy of the optimized tree integration model is up to 82%, while the regression rate is 

Credit Card Clients data set, there is no way 

to continue to optimize the accuracy due to more iterations. Figure 9 shows that in the confusion matrix, the position 00 

s have no fraud. The position of 

01 indicates that there is no fraudulent behavior in one bank card, while the model predicts that there is fraudulent behavior 

in one bank card. Position 10 represents that there are 1530 bank cards with no fraudulent behavior, but the model predicts 

that 1530 bank cards have fraudulent behavior. The position 11 represents that 17,131 bank cards are actually fraudulent, 

and the model also predicts that 17,131 bank cards are fraudulent. It can be seen from the visual confusion matrix that the 

ACCURACY and recall rate of KNN algorithm are obviously high, which is suitable for the classification calculation of 

V4 
37322 
37322 
37322 

. 

This paper analyzes and studies the Default of Credit card Clients data in the UCI dataset and finds that the accuracy of 

Suitable for Unbalanced 
Dataset Classification 

NO 

YES 
YES 
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Finally, this paper studied the Logistic regression analysis, XGBoost algorithm, Knn algorithm and other machine 

learning algorithms. The results show that XGBoost algorithm has a higher accuracy of 85.76%. The recall rate of KNN 

algorithm was 98.6%. Because this paper uses many algorithms, but did not reach 100% accuracy. But we're also trying to 

get better accuracy. Even higher results can be achieved if more data can be obtained for experiments and computer 

algorithms are used, which will be tested in future work. 
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